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‘ Moore’s Law - 1965
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% No. of devices and operating frequency double every 18 months
= faster FETs, higher device density, higher performance, lower cost
= Will this trend continue?
% Moore’s law is expected to continue but with challenges in
= Process technology
= EDAtools
= Business related
7/7/2008 Colorado State University 4



‘ Examples...

ImEt® IR 2 proces s Intat® Pant um® D pro cessar Inbal® o™ 2 DU proceszar
Intrcuced 2002 Inkrechyiced 2005 Irikid® a2 Exdra e prosssar
InHal dockspesd It o es e DruahZorg et oo™ processar

Irifrod wcsd 2005

1 GHz 3.2GHz Ikt o

220,000,000 291,000,000 293 GHz

0.13p 65nm 2™

65nm

Microprocessor trend

DousaCiori el FEan| U™ 2 i cessor 000 21 ke
Intra ducsd 2005
Ink &l dockspead

1.66 GHz

Humbar of fransktors

1,720,000,000

anufaciurmg bach nology

90nm

Cuiad Corg InbeF Xeon® processor

Oz o InbaF Cora™2 ExtTamea procezar
Itroduced 2005

It Core™2 Cuad processors

Introduzad 2007

Inbal dockspssd

2.66 GHz

Humbaroftransketors

582,000,000

P faacto i reg e i key

65nm

Caad-Co e Inte P Xeon® proceszor (Fennni
DuabCiova Intel® Keon® processor (Pannmil

g d-Co e Ik P Cona ™2 Exframia proceessar (Paningni
Infroduced 2007

Irilt bl ol ook spssed

> 3GHz

Humbsroftranskbors

820,000,000

Manwacuring technology

45nm

Consumer electronics trend

% Moore’s law is expected to continue but with challenges in

= Process technology
= EDAtools
= Business related
% Images from Intel and Motorola
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Semiconductor Industry Trends & Challenges: Business

% Business trends
= 10X revenue growth in the past decade
= Growth to US $700 B from US $200 B in the next decade
= Newer & emerging markets are opening up
¢ Auto electronics, medical, GPS, intelligent appliances etc.

% Business challenges
z  Capital overhead - exponentially increasing fab costs
= R&D overhead - process development expenditure increasing
= Design cost reduction to max profit - min NRE (non recurring engineering expenditure)
= Competition — price point, product quality and time-to-market schedule pressures
= Opportunity cost — need to maintain market segment share in high volume low cost segment
= Need to innovate to stay in business

% Engineering decisions are being increasingly influenced by business needs !!

= Optimize designs for specific market segments i.e. design target trade-offs
¢  Cost/area—performance—power—reliability—yield
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Semiconductor Industry Trends & Challenges: Tech & EDA

&

Technology challenges influencing design convergence
= Vdd -Vt gap closes -- leakage power, SRAM stability, computation reliability, noise etc
= Increase in transistor density -- thermal instabilities, yield issues
= Interconnect bottleneck
= Manufacturing process variation (Vt, L, tox) — design guard banding
= Sub-wavelength lithography
¢ DFM rules explosion, OPC, PSM, OAl, I-litho, EUV-litho, SRAF

EDA tool challenges influencing design optimization
= Existing EDA tools
¢ Aimed at speeding conventional design process - obsolete methodologies
¢  accurate, very specific and detailed -- less flexibility
= Limited use of system level design modeling & optimization
¢ Concoct such a tool with existing tools
¢ computationally expensive
¢  very limited opportunity for design space exploration
¢ Interoperability overhead, time consuming approach

A design team should
= Meet the business need, overcome challenges and achieve design convergence on time !!
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Competing Design Goals

L

Power |- supply | = V1 2> FET size | Performance 1 - supply 1 = V, | = FET size 1
Deploy low power design techniques Deploy high performance design techniques

Nano-meter CMOS

u Leaky FETs - power consumption

«  Poor critical dimension control — L variation

= Poor BEOL dimension control —wire R & C variation
a  Exponential mask costs — fewer re-spins

Get it right the first time — key to success of modern high performance designs

Correct early stage design plan

Early design phase, design target tradeoff analysis considering low level implementation details
a  Improves design convergence.

«  Guarantees time-to-market

«  Helps in avoiding costly redesigns in later design stages

7/7/2008 Colorado State University 10



Correct Early Stage Design Plan

System level optimization considering System level optimization NOT considering
low level implementation details low level implementation details

N
AN

Wasted design effort

e

time

Redesign effort

Converged Solution Q ) B r::;z(:iile
-- in optimal vicinit :
P y Optimum -- time-to-
market

Converged Solution
-- far from optimum
v A -- infeasible ?

Optimum
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Correct Early Stage Design Plan: Current Approach pgy

Time-to-market
Schedule
Timing constraint
Area constrain
ISA

Leveraging etc

7/7/2008 Colorado State University 12



Correct Early Stage Design Plan: A Better Approach

Early design phase exploration

Domain level optimizations — siloed
with limited feedback to system designer.
Optimal design point
Having simple models that estimates the — clearly outside the
impact of domain design techniques on original restricted
other domains — expand in scope region design space
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Problem Statement And Research Objective

% To develop a modular system level modeling methodology
Simple yet effective for trade-off analysis and design optimization
Considers low level implementation details
Able to handle large designs i.e. scalable

% To develop analytical design target prediction models and module descriptors with
inter-domain (design target) impact estimation capability

Estimate system dynamic and leakage power

m Estimate system performance

Estimate system reliability

m Estimate die-size and yield

1]

% Software development to implement the methodology and tool flow
Enable quick design evaluation and design space exploration
Utilizing macro-model generation and in-situ SPICE simulations

% Experimentally demonstrate & validate the proposed methodology

7/7/2008 Colorado State University 14
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Existing Tools For System Level Design Optimization

% Two broad categories
- Computation engine focused
* SimplePower, SimpleScalar, Wattch, AccuPower and PowerTimer
- ASIC focused
* BACPAC — most widely know and other developmental in-house tools

% Computation engine focused tools, model an underlying computation architecture and emulate
code execution on the modeled architecture.

% They collect activity rates, instruction execution rates, miss rates, and prediction efficiency to
estimate cycles per instruction (CPI) and other performance metrics

% ACIC focused tools, estimate power and performance based on low level physical design
parameters and key process parameters.

% BACPAC which is based on low-level physical design parameters attempts to “re-create” the
design in a bottom-up manner for analysis.

7/7/2008 Colorado State University
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Computation Engine Focused Tools - Simplescalar

FORTRAN C Simulator source
benchmark source benchmark source (e.g., sim-outorder.c)
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Pipeline model

Commit

5 stage OOO pipeline with microarchitectural blocks modeled

SimpleScalar is a microarchitectural simulator (microprocessor emulator)

Pure computation architecture performance and optimization tool

No power estimation capability
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Computation Engine Focused Tools - SimplePower
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SimplePower is a SimpleScalar addon

Snoops microarchitectural block
activation while executing code.

Power is calculated using per-

transition energy tables for each
microarchitectural block and the

activation information.

Similarly bus activation is snooped to
calculate power.
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Computation Engine Focused Tools - AccuPower

Compiled |
benchmarks
Datapath |

™ Microarchitectural
Simulator
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Energy/
Power
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Power/
energy
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SPICE measures of energy per transition/event

Based on SimpleScalar toolset.

Similar to SimplePower, but per
transition/event power is obtained from
deatiled SPICE simulation.
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Computation Engine Focused Tools - Wattch & Powertimer
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More detailed pipeline model is used. — more microarchitectural blocks modeled.

Power models are built bottom-up using detailed simulation results in a hierarchical manner.
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Leakage power is modeled in this tool.
7/7/2008
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Computation Engine Focused Tools — Industrial Tools

Design
Workload

Standard cell
library RTL Power estimation tool
Pre characterized

power macro
models

RTL Model

Power estimates

Computation emulation is done at the RTL level — complete RTL model available.

Very accurate power estimates using detailed simulations
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ASIC focused BACPAC

INPUTS

Iitercomect
# of layers, pitches, resistivity, dielectric constant

Device
Vaa Vi, axide thickness, drain current, fan-in

Uses a set of empirical analytical models.

. . Systen-level
Model parameters are physical design Blick design size, silicon efficiency, logic depth, Rent’s exponent
parameters. ¢
Delay analysis

Outputs:
Chip area, maximum clock frequency, optimized
device sizes, interconnect RC, average wirelength
(local & global), ratio of wire delay to gate delay
Can estimate circuit performance based @

on the critical path delay.

Uses a customizable critical path model

Noise analysis
COutputs:
Clock frequency with noise, newily optimized
device sizes, ratio of wire delay to gate delay

4"

Leakage power is estimated from total
device width estimate

Wir eability analysis Power analysis

7/7/2008

Switching cap estimates are used to
calculate dynamic power for wires,
devices, clock, pads and memory.

Outputs:
Wiring capacity, wiring requirements
(global & local), clock requirements,
power distribution network

v

Outpuis:
Total power consurmption: broken down

into clock, IO, memory, global wiring,
logic, short-circuit, and leakage

Yield analysis
Onrtputs:
Projected yields for excellent, average,
and poor process control using
negative binomial vield model

Colorado State University
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Existing Tools — Shortcomings

% Tools that perform computational architecture optimization without physical implementation
constraints do not offer any benefits in achieving design convergence in power, performance,
area etc.

iz SimplePower uses pre-characterized power tables to estimate power.
# unsuitable for design space exploration with changing low-level implementation details

i Clock network power, which can account for up to 30% of the total dynamic power is not
included in SimplePower.

iz AccuPower requires complete layout information — not available during early design phase

= Wattch & PowerTimer have a constant “hold” power equation to estimate leakage power.
¢ leakage power is increasing exponentially in nano-meter CMOS

ez PowerTimer is very slow

¢ Power macros need to be re-characterized with every change in low-level
implementation

% Optimization tools for physical implementation based on low-level physical design parameters
are limited in their ability to explore the system design space.

12 The ASIC focused BACPAC’s equi-partition approach is not suitable for modeling highly
modular designs such as microprocessors and other high performance designs.
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‘ Typical High Performance Design Flow

Early design phase has no low level implementation (bottom-up) data available

15t level design decision /
optimization

2d level design decision /
optimization

3 level design decision /
optimization

Early design decision are made without bottom-up data for validation
Increasing probability of a) circuit level design changes in the later design stages
b) product delivery delay or compromising product competitiveness

7/7/2008 Colorado State University 25



Proposed Design Flow

Yes

15t level design decision
optimization

Z
o

2d level design decision /
optimization

Accuracy, complexity and computation time

Design choices

3 level design decision /
optimization

Flexibility and system level optimality

Design Space Explorationt
System model, prediction models, design choices & design targets
Early design phase has no bottom-up data available

Perform design target exploration to set project specification
based on legacy design data, scaling and physical design data (abstracted low level implementation details)

Leads to Correct Early Stage Design Plan

7/7/2008 Colorado State University 26



System Modeling Methodology

1 3
5 6 - 8 10
9
4
11 12 13
15
14
16 17
18 19
20 22 23
21
24
26 25
Modules 1 .. 26

A generic system with 26 functional units or modules.

16MB L3'

Die picture of an actual microprocessor
implemented in a 100 nm process. Shown at
15th Int. Conf. on VLSI Design, 2002

Therefore a system is a collection on modules.

7/7/2008
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System Modeling Methodology

"

20

17

14

15

21

22

23

18

19

25

24

Critical paths

|:| Critical modules
Module critical path delay = X EGDs

1 EGD

Y__.

%

Module Inverter #1

- ----x---

i

Module Inverter

%

Module Inverter #2

%

Module Inverter #3

%

Module Inverter #4

Fanout of four (FO4) configuration

Each module is modeled as a fanout-of-4 equivalent logic gate configuration
- Simple yet effective abstraction, here standard inverters are used
- Module inverter size is proportional to the total N & PFET sizes in a module

7/7/2008
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System Modeling Methodology

Module
#1

N —Cc o0

System

Mod ule§3\

D@_

> FO4
' ters
>|r3ver

>

List of
module
descriptors

P width

N width
Cload

etc

Each module is described by a set of descriptors (descriptor vector) ~ 60
- Process constants
- Physical sizes and other legacy data
- Simulations based estimates

V_dd process

delay (original 5)

t_ox (m)

C_ox/C_unit old (F/micron2)
C_ox/C_unit new (F/micron2)
ULC (F/linear micron)
TWL {m)

L_min {m)

s_gate_cap

s_wire_cap

s_width

sf

V_dd_applied
V_dd_bump

RPSF

I_ds_old (A/micron)
|_ds_new (A/micron)
NADSP (% of VDD)
Avg_switching_factor
Clock_gating_correction
I_leak_junc (A/micron2)
|_leak_gate {A/micron2)
|_gate_per_w (A/micron)

W_total_N (m)

W_total_P (m)

HVR

LVR

|_othy (A/micron)

|_owhv (A/micron)

|_otlv {A/micran)

|_owlv (A/micron)

STC

ABBC

STPC

ABBPC (ABB perf. correction)
TPFR (typical path fet ratio)
RCSF(RC slowdown factor %)
BSUF(buffer speed up factor)
C_de_cap {F)

DECAP_SENS(V per nf)
DECAPC (de-cap correction)
DECAPLC (de-cap leakage A)
C_wire_buff {% of total FET area)
BUFFLC{buffer leakage A)
DVTC (dual-vt correction)
USPE(useful skew per. enhnt.)

A collection of descriptor vectors, forms the system model for early design space exploration.

7/7/2008
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Module Performance & System Performance

1 2 3 Module Inverter #1
Module Inverter #1 H
1 EGD

Module Inverter #2
Module Inverter #2

Module Inverter

Module Inverter

Module Inverter #3

Y

Module Inverter #3

Module Inverter #4

Design scaling

v

Fanout of four (FO4) configuration

Module Inverter #4

Fanout of four (FO4) configuration

Critical paths |:| Critical modules

Module performance is given in EGDs
Normalized critical path delay og,., = EGD¢; + EGD;, + EGD,; + EGD;,4
- Example EGD;; = x NAND + y NOR + z INV + p BUFF delays expressed in EGD, say 100 EGD

When scaled, normalized critical path delay ., is still EGD,, + EGD,, + EGD,5 + EGD,,
- But absolute delay is obtained from EGD’ which is calculated from in-situ SPICE simulation on the FO4 model
- absolute critical path delay of the scaled design = (EGD,, + EGD,, + EGD,; + EGD,, ) * EGD’ = 100 * EGD’

Modules with no legacy design uses estimated EGD

System critical path delay is the max path delay among all identified critical paths
f.ew = 1/ System critical path delay
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Module Power & System Power

1 ) ; For each module (1..26) :
Wy, Wp -- estimted from legacy data
° ° 7 ; (& Cdyn = Cgate2+ Cinterconnect
. 9 denamic = Ve few Cdyn
11 12 13 15 Pleakage = Pgate + F)junc + I:)sub-threshold
14 I:)module = Fleakage T denamic
16 17
18 ||| 19 End Loop
20 22 23
21
24
2

Critical paths |:| Critical modules

Total power = estimated dynamic + estimated leakage power.
Legacy design data is used to estimate Cg, & Cgyp. Interconnect switching cap is added to Cy,,
Total power estimated is the sum of the individual power estimates

I:)system_dymanic = Sum of all denamic

IDsystem_leakage = Sum of all IDleakage
I:)system_total = Sum of all IDmodule

7/7/2008 Colorado State University 31



Iterative Design Space Exploration

Design
choices

List of N circuit level design

. . Appl
choice applicable to modules oo
choice, — choicey List of
N CEEEEE T Modfule #n derggr:i’;tlgrs
M
o P width
d N width
@A\ z —
‘l/ / W\2 3 ]; Modules MOdify

1 :
— [ I\
; 10
by looping through |
¢ eaCh mOdU|e s Change module design choices until necessary
[y e |
/ e \7 module module module
/ \ 18l #1 42 #n
20 22 23 P width P width P width
/ 21 N width N width N width

24 Cioad Cioaa et Cioad
7
sl I | O
Critical paths |:| Critical modules . . .

Each module has been assigned one (of N) design choice .

Module descriptor(s) is(are) updated, system model is updated as a result
Background SPICE simulations may be needed to generate the new set of descriptors.
When multiple modules are modified, corresponding descriptors are updated

7/7/2008 Colorado State University
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Iterative Design Space Exploration - cont

Initialization

>

7/7/2008 Colorado State University
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Connecting System Design Targets And Physical Parameters

Design choices (13):

1) Increasing V44 to improve pref. 2) Decreasing V44 to improve pwr.
3) Adding sleep FETs to improve pwr. 4) Using low-V, FETs to improve pref.
5) Applying back bias to improve pwr. 6) Applying back bias to improve perf.

7) Valid combinations of the above ~ 7

7/7/2008 Colorado State University 34



Analytical Design Target Prediction Models (more later)

% Module power equations % Module performance equations

_ ((faa X HVR) + (fua x LVR x[DVTC)) x DIF

Fiyn = Chew % I';E_new X fnew x RPSF e L
! “ Tredict = (T PFR « FST) + (1 TPIR) » RCSE)

x X

Gnew = {(_t:w'-i X “S ate_cap f'rﬂcfef::l + RCSF
Lo ROSF, = £

':[ 1 — f-.?"ﬂ {_'Z'fef] X Swére_r:ctp,”} + (-_Twére_&uff oU N

, i ) X=51PC x ABHEC |« USPE
frew = (fpredict) X ASF X CGF

% Where,
P.[ect.i: = {['::I":id_bump X Io_f_f] + = HVR — hlgh'yt FET [atio
(Vadsump % (Igate + BUFFLC)) = LVR-low-V, FET ratio

= f,q— 1/ original module critical path delay
= DVTC —dual V, performance correction
= DIF —device (l) improvement factor

+  (Vadbump X Ljune)] @ ((1 — ASF)
< )b+ [Vad bump X DECAP L

% Where, 2 TPFR - typical path EET ratio (delay)
H RPSF — Iibrary fedeSign power §aVing jactor o FSF — EET §|OWdOWﬂ jactor (due to environment)
= ASF — average switching factor 22 RCSF — RC (interconnect) slowdown factor
2z CGF — clock gating factor 2 BSUF — buffer speed up factor (wire delay)
2z BUFFLC - buffer leakage correction factor 2 STPC — sleep transistor perf. correction

m  DECAPLC — decap leakage correction factor s
2= ¢ —sleep transistor and back bias correction .,

ABBPC — adaptive body bias perf. correction
USPE — useful skew performance correction
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In-situ Macromodel Generation

% The macromodels are generated when a design choice is applied to a module.
iz Sleep transistors insertion
i Back body biasing
2 Supply voltage-V 4 changes
2 Low-V, transistors for critical path speedup
1 Process technology changes through SPICE model

ring esacilluncs

Experiment to obtain ABBC, ABBPC, STC and STPC factors Experiment to obtain DVTC factor

iz The effect of V4 scaling on leakage currents and FET performance is estimated using a-priori
analytical approximations on the target process technology.
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Experimental Validation

% Methodology verification
= Technology migration from180 nm TSMC process to 130 nm PTM process

ISCAS85 C5315 ~ 178 inputs, 123 outputs, 2406 logic gates

ISCAS85 C6288 ~ 32 inputs, 32 outputs, 2406 logic gates

ISCAS85 C7552 ~ 207 inputs, 108 outputs, 3512 logic gates

ISCAS89 S9234 ~ 36 inputs, 39 outputs, 211 DFF, 5597 logic gates
ISCAS89 S13207 ~ 62 inputs, 152 outputs, 638 DFF, 7951 logic gates
ISCAS89 S15850 ~ 77 inputs, 150 outputs, 534 DFF, 9772 logic gates
ISCAS89 S38584 ~ 38 inputs, 304 outputs, 1426 DFF, 19253 logic gates
ISCAS89 S38417 ~ 28 inputs, 106 outputs, 1636 DFF, 22179 logic gates

¢ ¢ @& ¢ & ¢ € @

= Accuracy validation with SPICE
¢ Test circuit of manageable size for SPICE simulation setup

% Design Space Exploration Using Pareto Analysis
@ On alarger 32 nm microprocessor based design

7/7/2008 Colorado State University
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Methodology Verification — Tech Migration of ISCAS Circuits

Circuits partitioned into four modules as shown (generic partition diagram)
A portion of critical path falls in each of the modules (critical path determined using pathmill tool)
Design choices

Lowering V44 by 200 mV to reduce power consumption

Elevating V4 by 200 mV to improve performance

Using Low V, FETs in critical path to improve performance

Sleep transistor insertion to reduce idle or leakage power

Forward body biasing of critical path transistors to improve performance
Reverse body biasing of transistors to reduce leakage power

% Apply the above design choices to the partitions and evaluate the relative merit of the various
design choice assignments or recipes on the design.

7/7/2008

Part. #3 Part. #4

/ Critical path out

Part #1 |\ po g/

n

Colorado State University 39



Methodology Verification — Tech Migration of ISCAS Circuits

Design choices
Legal combinations of design choices

Choose independently

Part. #3 J Part, #4\

Critical path out

part #1 )/ 50 -/

n

Following design choice assignment, EIDA tool predicts system power and performance.
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‘ Methodology Verification — Tech Migration of ISCAS Circuits
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‘ Methodology Verification — Tech Migration of ISCAS Circuits

0.9

L

0.7

07 0.8 08 1.0 1.1 12 13 14 15

% ISCAS 89 circuit (Note : the change in axis)
% A,B performance centric & C (D) power centric
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‘ Methodology Verification — Tech Migration of ISCAS Circuits

2

Solution A
| | | | | Part. #3 Part, #4

/ Critical path out

Pa#2  /

Solution E

Part. #4

. . itical pat out
A - performance-centric solution Critical path

2.43% 1 power for 10.31% 1 performance Part. #1
E - power-centric solution
4.3% | performance for 17% | power

Part. #2

e e ¢ e

n
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Methodology Verification — Tech Migration of ISCAS Circuits

15

Solution B

Part. #3

Solution C

Part. #3

B - performance-centric solution

2% 1 power for 9% 1 performance Part. #1
C - power-centric solution

Part. #2

3% | performance for 16% | power
Note — different circuit illustrated using

e e e e

pervious partition diagram in

[ e Vg
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Methodology Verification — Tech Migration of ISCAS Circuits,
summary.

% Power — performance trends were as expected.

= There is evidence for the existence of a kneeling point solution that optimizes both power and
performance.

% Power — performance spread
= exposes underlying circuit conditions that makes optimizing power and performance difficult

= Allows us to choose power or performance centric designs

% The proposed methodology’s feasibility for performing early design space exploration is
established.

% How accurate are the estimates?
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Methodology Verification — SPICE validation.

A<15:0>
——P>
B<15:0> add1
——>
C<15:03 add3 — 8| bit adder
——> o b — 8 bit subtractor
D<15:0> a .
o——» compare1 — 16 b!t Xor
critical path By
E<7:0>
.__» <15.8> .-'-.-'..
F<7:0> add3 : magksiles
——p S ; measured power
. and performance
e Each mocule will be
—> Q consi dividually
G<7:0> = ¥
H<7:0> sub . g
——>p EIDA predicted power |V
and performance
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Methodology Verification — SPICE validation, design choices.

% Applied design choices
= No changes to the original design
=  Reduce supply voltage by 100 mV
= Reduce supply voltage by 100 mV & Sleep Transistors for power gating
=  Reduce supply voltage by 100 mV & ABB RB
= Increase supply voltage by 100 mV
= Increase supply voltage by 100 mV & dual Vi FETs in critical path
= Increase supply voltage by 100 mV & ABB FB
= Increase supply voltage by 100 mV, Dual Vit FETs in critical path & ABB FB
= Dual Vt FETs in critical path
= Dual Vt FETs in critical path & ABB FB
= ABBFB
= ABBRB
= Sleep Transistors for power gating

% Use EIDA to find power & performance centric solution
= Implemented in 32 nm process
z  Simulate the SPICE netlist, measure power and performance.
= Compare SPICE measurements with EIDA predicted power and performance.
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Methodology Verification — SPICE validation, results.

EIDA AND SPICE COMPARISON

Measurement EIDA SPICE Y0 error

just-ported pwr 1.7924 mW 1.6084 mW
just-ported perf 392 MHz 451 MHz
lo-pwr assgn. pwr 1.0456 mW 0.937 mW
lo-pwr assgn. perf 406 MHz 368 MHz
hi-perf assgn. pwr 1.5523 mW 1.375 mW
hi-perf assgn. perf 442 MHz 513 MHz

Perf. centric solution(modules 1 — 6)
Low-Vt FETs & ABB-FB

Power centric solution(modules 1 — 6)
1 Vdd & Low-Vt FETs & ABB-FB

1 vdd & ST | Vdd & ABB-RB
1 vdd & ST | Vdd & ABB-RB
| Vdd & ABB-RB L vdd & ST
None l vdd & ST
None l vdd & ST
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Design Space Exploration Using Pareto Analysis

% Alarger, microprocessor based design
# 65 nmdesign
= Design partitioned into 26 modules

% Critical modules and path
= 10 critical modules out of 26 modules

% Experiment 1 -- Leveraged design scaling
m  Scaled and ported the 65 nm design to a 32 nm process

% Experiment 2 -- Design space exploration by applying various (13 possible) design choices
= Goal is to find the optimal design choice assignment
= Optimize power and performance
= Pareto-front analysis
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Design Space Exploration Using Pareto Analysis cont...

26 modules, 13 design choices => 1326 different assignments possible !!
Large solution space — random generation, seed the randomizer with standard assignments
Two stage randomizer — generate (by mutation) additional design assignments

[| SNo |

NO

START @

STANDARD SEEDING ASSIGNMENTS

Design choice

1

All non critical blocks power gated with sleep FETs

All non critical blocks applied ABB-RB

All critical block critical path FETs applied low-V,

All critical block critical path FETs applied ABB-FB

All critical block critical path FETs applied ABB-FB & low-V

All critical blocks applied 100 mV higher V4

| | tan| des | | b2

All critical blocks applied 100 mV higher Vaq & critical path
FETs applied low-V;

(= =]

All critical blocks applied 100 mV higher V ;53 & critical path
FETs applied ABB-FB

All critical blocks applied 100 mV higher V 4. critical path FETs
applied low-V; & ABB-FB

=l
1

E

10

All non critical blocks applied 100 mV lower Vg4

11

All non critical blocks applied 100 mV lower V4 & ABB-RB

2d design
:nt module.

6 7 8 10

5]
* E} 12 13 ([ ]
14
’T‘ L U

15

12

All non critical blocks applied 100 mV lower V 34 & Sleep FETs

A
~

G S

Critical paths

7/7/2008
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‘ Design Space Exploration Using Pareto Analysis — Results

090 +— ¢ ¢

230 design assignments evaluated

(1,1) — leveraged design scaling (just ported)
5% - paretal solution region

#1 - #11--power centric

#14 - #20 -- performance centric

#12 - #13 -- optimal

¢ Design choices s Trend line Paretal solution region
1.30
A A7
#19 #20
: -
1.20 : - -
* . i -
“(1,1) straight ported” — Exp 1
E EITUNMRRSPI) » NRUSINIY WS S
= *
g
=]
2
8
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ES
<]
&
B
N
g Details:
g
=
2
N
E
&

G i Power Vs Freq
e—-—" 4] 7° ustration example
0.70 ' ! Predicted normaliZzed operating frequency ' ' '
0.90 0.95 1.00 1.05 1.10 1.15 1.20 1.25 1.30
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Illustration Examples

17

‘ 22 23

25

1 2 3
’ 9
11 13
12 15
14
= 17
18 ||| 19
20 22 23
21
7

2

Critical paths

#14 — standard design practice to improve

performance

This solutions improves performance by
12% while incurring a 3% power penalty

- Dual Vit FETs

Critical paths | Low poweroption | | Hi-perfoption |

optimizes power and performance.

This solution achieves 11.7% increase in

#13 — a generated design solution that

performance while saving 2% power

1] Vad & ST

21 Vdd & dual Vit FETs

A ABEFB

4 | vdd

5t Vvdd & ABB FB

61 Vdd

7| Vdd & ABB RE

8 | Vdd & ABE RB

9 Dual Vt FETs

10 ABB FB

11 1 Vdd

12 | Vdd & ABE RB

13| Vdd & 5T

14 ABB FB

15 Dual Vi FETs

16 | Vdd & ST

17 1 Vad

181 Vod

19 5T

20 | Vid & ABB RB

211 Vdd & AEB FB

22 ARB RB

23 5T

24 Dual Vi FETs

2557

26 t Vdd, Dual Vt &
ABB FB

7/7/2008
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Illustration Examples cont...

11Vdd

2 MNone applied
1 2 3 1 g 3 3 Vdd & ST
4 | Vdd & 5T
5 Vdd & ST
6| Vdd & ST
7
b

1 Vdd & 5T
1 Vdd & 5T
9| Wdd & ST
g 9 10 None applied
4 4 11 1 Vdd & dual Vt
12 | Vdd & ST
L LY = 15 11 12 13 15 13 | Vdd & ST

14 1 Vdd & dual vt
14 14 15 | Vdd

16 17

1? 16 | Dual Vit
16 17 | Vdd & ST
18 19 18 ‘l 19 18 | Vdd & ST

19 | Vdd & 3T

20 22 23 20 22 23 20 | Vdd & ST
21 21 21 Nene applied
24 o7 22 1Vdd & ABB-FB

23 | Vdd & ST
2 2 24 1 Ve & cual

25 | Vdd & 5T
Critical paths | Sleep FETs | | 1 Voo & ABB-FB | — Critical paths | Hi pref option | | Low power option | 26 | Vdd & 5T

#4 — a generated/slightly altered standard #11 — a generated design solution that

design solution that optimizes power and optimizes power and performance.
performance

This solution achieves 19.6% power savings
This solutions reduces power by 22.2% while increasing performance by 6.2%
while there was 0.3 % improvement in
performance
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Impact of ABB: Complexity reduction
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Software Implementation
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Research Summary

L

¢ e

The proposed methodology’s feasibility for performing early design space exploration was verified by
performing technology migration experiment on ISCAS circuits

A leveraged design space exploration from 65 to 32 nm PTM CMOS was performed on a test circuit to
determine the accuracy of the proposed methodology.

A Pareto-front analysis was applied to a lager design in 65 nm PTM CMOS
Pareto-front analysis yielded solutions that

2 Achieves 11.7% increase in performance while saving 2% power

1 Achieves 19.6% power savings while increasing performance by 6.2%

Solution complexity and power-performance optimality can be traded-off by considering solutions in the
pareto solution region.

Developed backend software and GUI

The main contribution of the work are

z  Knowing what design choices to apply to meet a specific goal very early in the design phase

2 Help uncover non-intuitive design choices that meet or improve design goals

22 Help in power-performance convergence in later design stages

12 Help generate implementation design specs with higher probability of globally design convergence.
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Presentation Outline

% Background information
=z CMOS technology scaling and high-performance VLSI design
% Industry challenges
#  Business
= Technology
#  Design automation
% Problem Statement
= Motivating factors and objective of this work
% Existing research
= An overview of what is out there
% Proposed Approach
= Modeling methodology
= In-situ macro model generation
% Experimental Validation
= Experimental setup, assumptions and analysis
= Software architecture
= Results discussions
% Future work

7/7/2008 Colorado State University



Future Research Plan

Design target prediction models 1.5 month
1 Area, reliability and yield

Improving interconnect delay calculation method

22 Toinclude Vdd scaling effects on interconnect delay

2 Buffer insertion descriptors (BSUF & BUFFLC)

Including de-cap leakage dependence on V

EGD (equivalent gate delay) formulation to define critical path delay.

2 Replace current external calculation method with In-situ calculation of EGD

2.5 months
Explore options for modeling analog modules, special modules that do not follow regular trends

2 months
Exploration of better ways to perform design space exploration and pareto analysis.

_ 1 month
Software upgrades, GUI enhancements and documentation.

1.5 months

Experiments to demonstrate multi-objective optimization
2 Performed on full chip data in 32 and/or 22 nm CMOS technologies
Publish results in journal and conferences

1.5 months

Dissertation writing
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Past Publications

% Conference papers

A Fully CMOS-Compatible Optical H-Tree & Clock Recovery System, VLSI-SoC 2008.

Using Early Design Phase In-situ Macro Models for Design Convergence, ISCAS 2008.

Early Design Phase Power Performance Trade-offs Using In-situ Macro Models, DELTA 2008.
Power & performance analysis for early design space exploration, ISVLSI 2007.

Design of clock recovery circuits for optical clocking in DSM CMOS, IEEE SPIE Conf. May 2007.

Optical Characterization of a Leaky-Mode Polysilicon Photodetector Using Near-Field Scanning
Optical Microscopy, CLEO/QELS May 2006.

Characterization of CMOS compatible, waveguide coupled leaky-mode photodetectors, Photonic
Technology Letters, Aug. 2006.

“Waveguide Coupled CMOS photodetector for on-chip optical interconnects”, Proc. of SPIE --
Volume 5556 Photonic Devices and Algorithms for Computing VI, November 2004, pp. 27-33

“Truly CMOS compatible waveguide coupled photodetector for on-chip optical interconnects”
IEEE LEOS, Puerto Rico, November 2004.

% Journal papers
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Rapid Design Space Exploration Using Legacy Design Data And Technology Scaling Trend,
IEEE CAD. — Submitted

Fully CMOS-Compatible On-Chip Optical Clock Distribution & Recovery, IEEE Transactions on
VLSI Systems — Submitted
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